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ABSTRACT A novel, unified control design is proposed for software-defined inverters (SDIs) to operate in
either grid-forming (GFM) or grid-following (GFL) mode in AC grids/microgrids and to switch between the
two modes seamlessly. The proposed GFM and GFL controls are systematically developed and analytically
synthesized based on the dynamic state space models of the inverter, its output filters, and its terminal
voltage and current at the AC grid/microgrid. The proposed GFM and GFL controls have, a) a nonlinear
nominal output tracking control as the seed design, and b) a constraint-enforcing control. The GFM nominal
control tracks frequency, voltage-magnitude, and angle, while the GFL nominal control tracks frequency as
well as real and reactive power references. Tracking of either GFM or GFL output vector is ensured under
the recursive Lyapunov design paradigm, naturally resulting in consistent current and voltage control laws.
This paradigm allows the implementation of constraint-enforcing control that ensures that the frequency,
voltage, power, and current injections dynamically satisfy their operational constraints in the presence of load
variations and intermittent renewable power sources. Stability and convergence of the proposed GFM and
GFL controls, and constraint enforcement are concluded analytically, and their effectiveness is demonstrated
through simulations.

INDEX TERMS Grid-forming control, grid-following control, constraint-enforcing control, microgrid,
phase angle control, frequency regulation, voltage regulation, power tracking, operational constraints.

I. INTRODUCTION
Grid forming (GFM) control has drawn tremendous research
attention recently [1], [2], [3] as utilities add distributed
energy resources (DERs) and aim for 100% renewable energy
goals. Most of the existing grid-connected inverters are cur-
rently operated in the grid-following (GFL) mode, and they
do not directly control the voltage or frequency of the grid.
GFL inverters inject power into a well-established, stable AC
system, and accordingly are sometimes referred to as ‘free-
riders’ in terms of grid stability.

The associate editor coordinating the review of this manuscript and

approving it for publication was Zhixiang Zou .

In a conventional inverter control design, two separate
controls, referred to as voltage and current control loops, are
chosen to be proportional-integral (PI) laws. The PI controls
are not analytically derived but are tuned according to their
operational conditions. In [4], [5], and [6] it is shown that,
if the PI gains are tuned properly and droop curves are chosen
appropriately, the droop-based controls can yield good tran-
sient responses under disturbances. To properly tune the con-
trol parameters, when there are many DERs in a large-scale
power system, presents a significant challenge as the control
gains and references tuned under one setting would vary with
operating conditions.

There have been promising designs of unified GFM/GFL
controls, in particular, direct nonlinear control designs. One
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FIGURE 1. The proposed grid-form/grid-following primary control block diagram.

such design is the so-called virtual oscillator controller
(VOC) [7], [8] using the oscillator synthesis theory [8],
to achieve synchronization for parallelly-connected VOC
inverters. A unified virtual oscillator controller design is
proposed in [9], which enables a unified analysis, design,
and implementation framework for both GFM and GFL.
However, several issues such as the harmonic currents [10],
[11] from the oscillators have been found. Also, DERs with
VOC need to be further studied in the AC network. Alterna-
tively, a direct Lyapunov design of state space GFM control
is initiated in [12], and the basic framework is extended in
this paper to allow both GFM and GFL controls as well as
their transitions. More importantly, the Lyapunov design can
enforce the grid operational constraints, which is a critical
feature absent in all of the other approaches.

In this paper, we design controls that enable an SDI to
operate in either the GFM mode or GFL mode as well as to
switch between them, smoothly. Furthermore, the designed
controls ensure operational constraints on frequency, voltage,
power, and current injections are enforced in both operation
modes. The proposed design is analytical and in a closed form
in terms of the model of the inverter, its output filter, and the
locally measurable voltage/current variables of the AC net-
work [13]. The model-based analysis and design allow us to
explicitly account for all the constraints of grid operation, and
a constraint-enforcing control [14] is synthesized to dynami-
cally meet all operational constraints. The unified GFM/GFL
control works with nonlinearly designed secondary controls
[15], [16], [17], [18], [19] which generate the voltage, angle,
and frequency references by using a distributed subgradient
method.

II. PROBLEM FORMULATION AND SYSTEM MODEL
The primary objective of the paper is to design unified control
for software-defined inverters (SDIs) to operate in either
GFM or GFL mode in AC grids/microgrids and to switch
between the two modes. As shown in Fig. 1, the proposed
control consists of five functional blocks:

• Block (a) imposes operational constraints on the follow-
ing input signals received: reference voltage magnitude

V r
k , reference frequency ωr

k . In addition, it also imposes
DC power constraint Pmaxdc as Pdc ≤ Pmaxdc , which makes
the control practical for distributed energy resources
(DERs).

• Block (b) decides the current reference ick,s for GFL
mode real power Prk and reactive power Qrk tracking
control, while block (c) decides the current reference ick,s
for GFM mode voltage reference V r

k tracking control.
Block (c) also computes the angle error in GFM mode,
given the angle reference δrk .

• Block (d) decides the reference signals uk,c for the
inverter’s PWM. It tracks the current references in either
mode. Also, block (d) tracks frequency and angle for
power sharing and synchronization in either mode.

• If any constraint is violated block (e) overrides the ref-
erence signals uk,c from block (d) to produce uk . Block
(e) performs an optimal projection of uk,c from block
(d) onto the admissible set of uk,c, such that voltage,
current, active power, and reactive power constraints are
obeyed in either mode. To meet the simpler constraints
on frequency, a projection is built into the design ofωk,c.

To implement the designed controls, the three-phase mea-
surements are transformed into the dq0 frame (which rotates
with angular velocity ωk,c and covers angular distance θk =

ωk,ct = ωk t). Specifically, for the kth inverter,

uk
△
= [uk,d , uk,q, uk,0]⊤ = Tdq(θk,c)uk,abc(t),

ik,∗
△
= [ik,∗d , ik,∗q, ik,∗0]⊤ = Tdq(θk,c)ik,∗,abc(t),

vk,∗
△
= [vk,∗d , vk,∗q, vk,∗0]⊤ = Tdq(θk,c)vb,∗,abc(t),

where ∗ denotes the specific location in the circuit, subscripts
d , q and 0 denote the corresponding d component, q compo-
nent, and 0 component, respectively; and the dq0 transforma-
tion matrix is given by

Tdq0(θk,c)

=
2
3


sin(θk,c) sin(θk,c −

2π
3
) sin(θk,c +

2π
3
)

cos(θk,c) cos(θk,c −
2π
3
) cos(θk,c +

2π
3
)

1
2

1
2

1
2

 .
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Once the control uk,c is designed, the control output to the
PWM generator of the inverter is the three-phase time func-
tion provided by

uk,abc(t) = T−1
dq0(θk,c)[uk,d , uk,q, uk,0]

⊤.

In the rest of this paper, the 0 component has been neglected
as the power system is assumed to be balanced for simplicity
of derivations.

A. MODELS OF SDI, OUTPUT FILTER, AND POWER
NETWORK
To illustrate the proposed control design, we choose to use
the following simplified dynamic model of the inverter in the
analytical derivations:

vk,s =
vk,dc
2

uk , (1)

δ̇k,o = ωk − ω0, (2)

ωk = ωk,c, (3)

where ωk,c, vk,s, δk,o and uk are the frequency control signal,
the switching voltage output, and the phase angle and the
voltage control input in the dq0 frame. In other words,

vk,s =

[
vk,sd
vk,sq

]
, uk =

[
uk,d
uk,q

]
.

Should a dynamic model of inverter’s electromagnetic tran-
sient (EMT) be available as illustrated in [20] and [21], the
proposed design method can be readily applied by incorpo-
rating the model into the design via the standard recursive
design process [22], [23].

The inverter and its output LCL filter are shown in Fig. 2.
For the kth SDI, its output LCLfilter has the following vector-
form, state-space model in the dq0-frame:

dik,o
dt

= Ak,11ik,o + Ak,12vk,o + Dk,1vk,b (4)

dvk,o
dt

= Ak,21ik,o + Ak,22vk,o + Ak,23ik,s (5)

dik,s
dt

= Ak,32vk,o + Ak,33ik,s + Bk,3uk , (6)

where

ik,s = [ik,sd ik,sq]⊤, vk,o = [vk,od vk,oq]⊤,

ik,o = [ik,od ik,oq]⊤, uk = [uk,d uk,q]⊤,

Ak,11 =

 −
Rk,c
Lk,c

ωk

−ωk −
Rk,c
Lk,c

 , Ak,12 =
1
Lk,c

I2×2,

Ak,21 = −
1

Ck,f
I2×2, Ak,22 =

[
0 ωk

−ωk 0

]
,

Ak,32 = −
1
Lk,f

I2×2, Ak,33 =

 −
Rk,f
Lk,f

ωk

−ωk −
Rk,f
Lk,f

 ,

Dk,1 = −Ak,12, Ak,23 = −Ak,21, Bk,3 = −
vk,dc
2

Ak,32.

FIGURE 2. Inverter and filter model showing measurements.

The output voltage magnitude and the instantaneous active
and reactive powers of each inverter are the critical variables
defined as follows:

Vk,o = ∥vk,o∥, (7)

Pk =
3
2
(vk,od ik,od + vk,oqik,oq) =

3
2
i⊤k,ovk,o, (8)

Qk =
3
2
(vk,oqik,od − vk,od ik,oq) =

3
2
i⊤k,oHqvk,o, (9)

where Hq =

[
0 1

−1 0

]
. The variables used in (4) through

(6) correspond to those in Fig. 2, where PCC is the point of
common coupling to the external power network. It follows
from (4) to (6) that the outputs Vk,o, Pk , and Qk each have
a relative degree of two; please see [22] for the definition of
relative degree.

B. OPERATIONAL CONSTRAINTS
One of the unique features of the designed controls is that
the whole state and output vectors can meet their operational
constraints simultaneously.

The frequency and voltage constraints on the SDI operation
are:

ωk ∈ [ω0(1 − 1ω), ω0(1 + 1ω)]
△
= [ω, ω] (10)

Vk,o ∈ [V0(1 − 1V ), V0(1 + 1V )]
△
= [V , V ], (11)

|vk,sq| ≤
2V0ϵv
vk,dc

(12)

where ϵv > 0 is a design parameter of q-axis voltage, 1ω and
1V > 0 are the maximum tolerance of frequency and voltage
derivations (typically 5%), respectively. ϵv > 0 being a very
small quantity ensures near-perfect grid voltage orientation
of the dq-frame at all times.

The current limits Ik is the rated value of the SDI:

Ik,s = ∥ik,s∥ ≤ I k , (13)

and the SDI’s output power constraints are denoted by

Pk (t) ≤ Pk ≤ Pk (t) (14)

−Qk (t) ≤ Qk ≤ Qk (t) =

√
S
2
k − P2k (t). (15)
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For PV inverters, Pk (t) = P∗
k,dc(t), where P

∗
k,dc(t) is the DC

power output underMPPT control, andPk (t) = 0. For storage
devices, Pk (t) can assume a negative value.

III. GRID-FORMING PRIMARY CONTROL DESIGN
In this section, state-space tracking controls of angle, fre-
quency, and voltage are designed to account for the dynamic
coupling between frequency and voltage/current.

A. PRIMARY CONTROL FOR ANGLE AND FREQUENCY
TRACKING
The frequency tracking controller’s output, denoted by ωk,c,
aims to make ωk and δk,o track ωr

k and δrk , respectively, while
satisfying constraint (10). If the control ωk,c is chosen in the
form of

ωk,c = SAT[ω, ω]
(
ω̂k,c

)
,

ω̂k,c = ω0 −

∫ t

tk,0
[2γwk (ωk − ωr

k ) + γ 2
wk (δk,o − δrk )]dt

(16)

any given reference angle and frequency, δrk and ωr
k satisfying

inequality (10), are effectively and asymptotically tracked.
Here γwk is a small positive gain, and SAT[ω, ω] is the satura-
tion function with the limits ω/ω. To understand the stability
of the designed control (16), we see from (3) and (16) that

δ̈k,o =
d
dt
(ωk,c − ω0)

= −2γwk (ωk − ωr
k ) − γ 2

wk (δk,o − δrk )

= −2γwk δ̇k,o − γ 2
wk (δk,o − δrk ) − 2γwk (ω0 − ωr

k ),

which shows critically-damped asymptotic convergence pro-
vided that ωr

k converges to ω0, if γwk is selected properly.
This ensures that the required angle is trackedwhile satisfying
operational constraint (10) on frequency.

B. VOLTAGE TRACKING CONTROL
The phase angle δk,o is controlled by (16) so it can track
its reference δrk , and consequently the d-axes of the inverter
voltage uk,d is always in phase with vk,o. With the references
of the phase angle and magnitude determined, we can set
vrk,oq = 0 and hence have

vrk,o =

[
vrk,od
vrk,oq

]
=

[
V r
k
0

]
. (17)

Suppose that the reference output voltage vector vrk,o is set
by (17). Then, vrk,o can be tracked by vk,o under the voltage
tracking control uk,c = uk,v, where

uk,v = −B−1
k,3

[
Ak,32vk,o + Ak,33ik,s

+ γk,is(ik,s − ick,s) −
dick,s
dt

]
, (18)

γk,vo, γk,is > 0 are control gains, and

ick,s = −A−1
k,23

[
Ak,21ik,o + Ak,22vk,o

+ γk,vo(vk,o − vrk,o) −
dvrk,o
dt

]
, (19)

dick,s
dt

= −A−1
k,23

[
Ak,21

dik,o
dt

+ (Ak,22 + γk,vo)
dvk,o
dt

−
d2vrk,o
dt2

]
. (20)

Here dik,o/dt and dvk,o/dt are given by (4) and (5), respec-
tively. To understand the stability of the designed control,
consider

evo = vk,o − vrk,o; ėvo = v̇k,o − v̇rk,o

and

eis = ik,s − ick,s; ėis = i̇k,s − i̇ck,s.

First, substituting uk from (18) in (6) transforms (6) into

ėis = −γk,iseis,

which shows first order convergence of eis to 0. Similarly,
substituting ick,s from (19) in (5) transforms (5) into

ėvo = −γk,voevo,

which similarly shows first-order convergence of evo to 0,
given that eis converges faster than evo to 0. To facilitate the
faster convergence of eis to 0 we consider γk,is > γk,vo. Thus,
the feedback structure [23] allows us to conclude asymptotic
stability for first eis and then evo. One might argue that
this form of control requires derivatives. Note, that since
the time steps for the inverter controls are in the order of
micro-seconds, the value of these derivatives can be ignored.
However, considering this argument and substituting (18) and
(19) without the derivatives into the system equations, (6)
and (5)

v̇k,o + γk,vovk,o = γk,vovrk,o

and

i̇k,s + γk,isik,s = γk,isick,s

that ik,s and vk,o converge onto their respective references of
ick,s and v

r
k,o.

IV. NON-LINEAR GRID-FOLLOWING CONTROL
In this section, a non-linear recursive primary tracking control
strategy is designed for GFL mode of the SDI. This design
uses identical design logic and involves the same control
blocks as the GFM controls. The only difference lies in the
manner in which the current references are generated. This
enables the unification of GFM and GFL controls.
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A. WITH POWER FEEDBACK
Similar to the voltage controller, the power injection refer-
ences Prk and Q

r
k can be tracked by Pk and Qk respectively if

uk,pq is chosen as,

uk,pq = −B−1
k,3

[
Ak,32vk,o + Ak,33ik,s

+ γk,is(ik,s − ick,s) −
dick,s
dt

]
, (21)

where γk,is > 0 is a control gain, and

ick,s = −G−1
k,pq

{
Fk,pq + γk,pqepq

}
, (22)

where

epq =
[
(Pk − Prk ) (Qk − Qrk )

]⊤ (23)

Fk,pq =
3
2

[
v⊤k,o

v⊤k,oH
⊤
q

]
(A11ik,o − A12A

−1
22 (A21ik,o − v̇k,o)

+D1vk,b) +
3
2

[
i⊤k,o
i⊤k,oHq

]
v̇k,o, (24)

Gk,pq = −
3
2

[
v⊤k,o

v⊤k,oH
⊤
q

]
A12A

−1
22 A23. (25)

To understand the stability of the proposed control, consider
the following. If we have

ėpq =
3
2

[
v⊤k,o

v⊤k,oH
⊤
q

]
i̇k,o +

3
2

[
i⊤k,o
i⊤k,oHq

]
v̇k,o,

= Fk,pq + Gk,pqik,s (26)

from (8) and (9). Let eis = ik,s − ick,s. Using the definition of
ik,s and ick,s from (26) and (22), respectively, we have

ėpq = −γk,pqepq + Gk,pqeis

Substituting (21) into (6) we have,

ėis = −γk,iseis

Choosing ick,s as (22) guarantees that eis converges to 0,
following which, epq asymptotically converges to 0 for any
choices of γk,pq, γk,is > 0 such that γk,pq < γk,is.
Control (21) requires dick,s/dt which is given by

dick,s
dt

= G−1
k,pqĠk,pqG

−1
k,pq[Fk,pq + γk,pqepq]

−G−1
k,pq

{
Ḟk,pq + γk,pq[Fk,pq + Gk,pqik,s]

}
. (27)

Due to the presence of nearby GFMs or the voltage control
capability of the GFL, it is reasonable to assume that vk,o
is approximately constant. This observation will simplify
the calculation of Ḟk,pq and Ġk,pq. Further simplification of
the above is possible by directly calculating ick,s instead of
deriving ick,s from epq as shown in the following subsection.

B. WITHOUT POWER FEEDBACK
A power feedback free method of power injection can also be
designed under the same paradigm. The references Prk andQ

r
k

can be tracked under the feed-forward power tracking control
uk,pq as,

uk,pq = −B−1
k,3

[
Ak,32vk,o + Ak,33ik,s + γk,is(ik,s − ick,s)

]
,

(28)

where γk,is > 0 is a control gain,

ick,s = −Ak,23−1[Ak,21irk,o + Ak,22vk,o] (29)

irk,o =

[
irk,od
irk,oq

]
=

2
3

[
vk,od vk,oq
vk,oq −vk,od

]−1 [
Prk
Qrk

]
. (30)

In (21) and (28) we see the use of similar current control
as in (18). This design unifies the GFM and GFL modes of
control of the SDI. In the following section, a constraint-
enforcing design is developed to restrict, real power, reactive
power, voltage, and current during steady-state and transient
conditions.

V. CONSTRAINT-ENFORCING CONTROL DESIGN
Although the controls designed above ensure voltage and
current tracking, limiting the voltage, real, and reactive power
output of the inverter in GFM and GFL modes is important
when operating with intermittent renewable energy resources
and while maintaining stable grid conditions. Also, transient
voltage and current deviations during events like faults, load
switching, etc., should be restricted. Therefore, the optimized
state-constrained control design principle presented in [12],
[14], and [24] is applied to design the operational constraints.

The principle premise behind this form of constraint
enforcement is that when an error in either Pk or Qk or Vk,o
emerges, uk should be chosen to reduce this error to zero.
Since Pk , Qk and Vk,o, are of relative degree 2, we define an
error system with second-order dynamics as,

ë+ (β1 + β2)ė+ β1β2e ≤ 0.

For Pk we can rewrite the above as,

¨̃Pk + (βp1 + βp2)
˙̃Pk + βp1βp2P̃k ≤ 0

where P̃k = Pk −Pk . Simplifying the above expression using
(4), (5), (6), (8), and (9) we get,

Gk,Puk,c + Ek,P ≤ 0. (31)

The terms Gk,P and Ek,P are described in Appendix A.
No action is needed if uk,c satisfies the above constraint.
Otherwise, we treat (31) as a plane and reflect the outlying
point uk,c onto the plane as shown in Fig. 3. To visualize the
plane of feasible points we rewrite the above inequality as

GTk,Pu
T
k + Ek,P = 0, (32)

where uTk has coordinates in dq0 which has the normal

n⃗ = Gk,p.
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FIGURE 3. Illustration of constraint-enforcing control.

As such, the projection of uk,c onto this plane is uk , where,

uTk = uk,c − λGk,p, λ ∈ ℜ.

Substituting the uTk from the above equation into the feasi-
ble plane (32) we finally have,

uk = uk,c −
GTk,puc,k + EP,k

GTk,pGk,p
Gk,p.

Similarly, for the lower limits of Pk one can find the
feasible plane as

Gk,Puk,c +Mk,P ≥ 0. (33)

for which P̃k = Pk −Pk . Therefore, defining these planes for
Pk , Qk , and Vk we have a set of inequalities that are verified
at all times:{
Gk,vuk,c + Ek,v ≤ 0
Gk,vuk,c +Mk,v ≥ 0,

{
Gk,quk,c + Ek,q ≤ 0
Gk,quk,c +Mk,q ≥ 0,

(34){
Gk,Puk,c + Ek,P ≤ 0
Gk,Puk,c +Mk,P ≥ 0,

{
Gk,Quk,c + Ek,Q ≤ 0
Gk,Quk,c +Mk,Q ≥ 0,

(35)

where matrices Gk,v, Gk,q, Gk,P, Gk,Q, Ek,v, Ek,q, Ek,P,
Ek,Q, Mk,v, Mk,q, Mk,P, and Mk,Q are provided in the
appendix A. During the grid-forming phase, voltage con-
straints are checked with the least priority (first in order) as
they are maintained in the tracking control (18). During grid
following, the real and reactive power constraints are checked
with the least priority as they are maintained in the tracking
control (21) or (28).

Although constraints on Pk , Qk , and Vk,o facilitate practi-
cal DER operation, a constraint on Ik,s is also important to
ensure the safe operation of the inverter. This is especially
critical during faults when GFM/GFL control or Pk , Qk , and
Vk,o constraints might force the current to exceed the rated
limits. Since dynamics of ik,s are of relative degree one, the
formulation of the constraint on ik,s is simply performed
by using (21) or (28) for the GFL mode and (18) for the
GFM mode, with the exception that the reference current ick,s

is fixed at its maximum rated value. Details of the current
constraints are included in Appendix B.

VI. INTERCHANGE BETWEEN GFM AND GFL MODES
In the proposed controls, the mode of operation of the inverter
can be toggled manually or automatically. When automatic
toggling is enabled, the operatingmode is decided by a trigger
logic as follows:

ρ
g
k (t) =


1 if the k th DG’s on-off switch = 0
1 if Pk = PNk

1 if V a
k,b ∈ [V , V ]

0 otherwise

(36)

where PNk = max[Pk , Pj : ∀j ∈ Nk (t)], ρ
g
k (t) is true (or

1) for the GFM mode and false (or 0) for the GFL mode.
Signal ρgk (t) is further processed by using a low pass filter to
remove oscillations and a threshold to generate true or false
commands.

The first condition ensures that the inverter always starts
up as a GFM inverter. This ensures that supply to local loads
is retained before synchronization or after disconnection from
the remaining network. The second condition ensures that the
DG with the largest Pk in the neighborhood (explained next)
is the GFM. This condition also ensures that there is at least
one DG as GFM in the neighborhood at all times. Finally, the
average of neighborhood DG bus voltages V a

k,b is checked
against the upper and lower tolerances of (V , V ) 1.05 p.u.
and 0.95 p.u., respectively, in compliance with the existing
standards [25], where V a

k,b is formulated as:

V a
k,b =

1
1 + |Nk |

Vk,b +

∑
j∈Nk

Vj,b

 . (37)

Quantities V a
k,b and Pk are defined in terms of a neighborhood

around the k th DG. In a microgrid with N DGs, the local
communication among the DGs and each DG’s neighbors are
characterized by a binary matrix as [23]:

S(t) =


1 s12(t) · · · s1N (t)

s21(t) 1 · · · s2N (t)
...

...
...

...

sN1(t) sN2(t) · · · 1

 , (38)

Here {skj = 1 : j, k ∈ N } if the jth DG sends and receives
information to the k th DG. The diagonal elements of S are
always 1. Although S is represented as a matrix, the k th DG
only knows the k th row of the matrix. As such, if N is the
index set of DGs, the neighborhood of the k th DG is defined
by

Nk (t) = {j ∈ N : skj(t) = 1 }.

VII. SIMULATION AND IMPLEMENTATION RESULTS
Four simulation case studies are included in this section.
Case 1 is a hardware-platform-based test. Case 2 is an
Opal-RT-based real-time simulation. Case 2 involves a single
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FIGURE 4. Experimental platform with GridLink inverter.

FIGURE 5. Single inverter system for case 1.

TABLE 1. Parameters of the test systems.

inverter system as shown in Fig. 5. Cases 3 and 4 are micro-
grid test cases involving 4DGs as shown in Fig. 6. Cases 3 and
4 are Simulink environment-based tests. The 4-DG system
was derived from [26]. The parameters of these systems are
given in Table 1.
A brief summary of the operating principle of the DGs in

the designed paradigm is as follows. When operated in the
GFM mode, SDIs use their primary voltage and frequency
control, (18) and (16) to establish voltage and frequency.
When operated in the GFL mode, SDIs use their primary
power control (with or without feedback) to inject the desired
power, and their primary frequency control to track the
grid frequency. Whenever operational constraints are to be
strictly enforced (for either GFM or GFL modes), the real-
time constraint-enforcement controls (34), (35), (A.8), (A.9),
(A.10) are applied.

A. CASE 1: HARDWARE-BASED DEMONSTRATION OF THE
PROPOSED GFM CONTROLS ON GRIDLINK INVERTER
TESTBED
Fig. 4 shows the experimental setup of Siemens’ GridLink
inverter [27], PV emulator, and 3-phase AC loads. The
inverter is directly interfaced with a resistive load. The

FIGURE 6. Isolated 4-DG microgrid.

FIGURE 7. Case 1 hardware implementation results: (a) current loop
output; (b) voltage loop output; and (c) inverter AC output voltage.

GridLink inverter is a 3-phase, three-level active neutral-
point-clamped (ANPC) converter. The GridLink inverter is
an SDI that allows us to implement any specific control by
programming the controls in Simulink and then deploying the
resulting C codes through a Joint Test Action Group (JTAG)
programmer. The voltage reference and on/off commands to
the inverter are sent in real-time via a RaspberryPi and CAN
communication protocol.

The proposed GFM control is implemented and validated
using the GridLink testbed in Fig. 4. Specifically, Fig. 7
shows the dq components of current reference irk,s, cur-
rent ik,s, voltage reference vrk,o, and voltage vk,o, as well
as 3-phase AC output voltages vo,abc(t). The results clearly
show that the proposed GFM primary control achieves
grid-forming with very good tracking of current and volt-
age references in the presence of high-frequency switching
dynamics.
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FIGURE 8. Case 2 Opal-RT based simulation of one-inverter system (a) current tracking, (b) voltage, (c) angle tracking during synchronization,
(d) real and reactive power, (e) frequency, and (f) voltage magnitude during synchronization.

The main challenges for the successful implementation of
the controls were: a) the correction of onboard sensors for
accurate feedback via approximate correction gains, b) filter
design and implementation for filtering the feedback signals,
and c) balancing of DC voltages with separate DC stage
balancing control under different loading conditions.

B. CASE 2: GFM/GFL MODE TRANSITION,
SYNCHRONIZATION, AND SUDDEN DISCONNECTION
This test considers the system in Fig. 5 where the SDI inverter
is chosen to be the IGBT-based 6-switch 3-phase bridge from
the ARTEMiS library in RT-Lab using Opal-RT cores [28].
The effectiveness of the proposed controls is shown in Fig. 8,
in the presence of high-frequency harmonics. The only addi-
tion is a low-pass filter of 95Hz cut-off frequency on the
feedback measurements. Another point elaborated by this
test is the smooth interchange from GFM to GFL mode.
A sequence of events is simulated as follows:

• Grid-forming over t ∈ [0 2]s: During this phase, the grid
voltage is formed with a local load. Real and reactive
powers are injected to bring up the voltage and frequency
to the required 1 p.u. and 60 Hz, respectively. Voltage
constraints are activated with a delay to allow the voltage
tracking control to raise the voltage gradually.

• Synchronization and connection for t ∈ [2 7]s: The SDI
starts to synchronize itself to the voltage at the point of
common coupling (PCC) at t = 2s. Fig. 8c displays
the outcome of the angle control. A small dead zone is

applied to the angle error to prevent excessive control
action at the end. Due to this angle synchronization,
a slight frequency transient can also be observed in
Fig. 8(e). Fig. 8(f) shows the action of the voltage control
as it attempts to make Vk,b match up with the voltage
magnitude at PCC. After the breaker closes, the SDI
(still in the GFM mode) restores its terminal voltage to
1 p.u., as shown in Fig. 8(b).

• Switch from GFM to GFL during t ∈ [7 9]s: At t = 7s,
the SDI is manually transitioned into the GFL mode
and tracks fixed Pk and Qk references of 0.3 p.u. and
0.05 p.u., respectively. As power injections are achieved,
there are small transients in voltage and frequency as
expected.

• Sudden Islanding: At t = 9s, the breaker suddenly
opens. Based on the difference in the voltage and angles
on each side of the breaker, the SDI transitions back to
the GFM mode. A sudden spike in voltage is confined
by the constraint-enforcing voltage control. The real and
reactive power injections return to pre-synchronization
values. Since this is a sudden transition from GFL to
GFM mode, transients are seen but are arrested by the
constraint-enforcing control.

Note, that the above case displays an extreme case of breaker
failure. If the grid disconnection would be planned, the DG
would first transition to GFM, reduce power from the grid
using angle control and then disconnect the breaker. This
would have led to a smoother disconnection.
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FIGURE 9. Case 3 with four DG microgrid test cases (a) real power, (b) reactive power, (c) voltage, and (d) frequency. Dashed lines indicate the
case without constraint-enforcing control.

C. CASE 3: MULTIPLE DG SYNCHRONOUS START, MODE
TRANSITIONS, AND LOAD CHANGES IN A MICROGRID
This case study considers the microgrid shown in Fig. 6.
While DG 2 is intentionally held as a GFM inverter through-

out the simulation, the other DGs transition between GFL and
GFM modes at preset times that are set before the simulation
begins. To show the effectiveness of the angle controls,
a real power utilization ratio (Pk/Pk ) sharing scheme using
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the technique designed in [29] is used to share real power
betweenGFM inverters. The case study is divided into the fol-
lowing five-time intervals during which disturbances are sim-
ulated, and the results are presented in Fig. 9. For comparative
illustration, the results with and without constraint-enforcing
control are represented by the solid line and the dashed line,
respectively.

• Synchronous black start over t ∈ [0 2]s: All DGs
start as GFM, and their power injections bring their
terminal voltages to 1 p.u. Should one (or more) of
the GFM inverters have limited power available, say
that DG 3 is subject to the real-power limit of.6 p.u.,
the constraint-enforcing control would stop lifting the
terminal voltage once the power limit is reached while
unconstrained primary control always achieves precise
voltage tracking.

• Angle control over t ∈ [2 5]s: A load-sharing
scheme produces an angle reference for each of the
DGs. By tracking these references through a tempo-
rary change in frequency, DGs adjust their output.
As such, DG 3 lowers its injection from its power
limit, while other DGs adapt accordingly.While real and
reactive power injections are changed, the voltages are
well-regulated and remain constant.

• Transitions from GFM to GFL during t ∈ [5 10]s:
During this period, DGs 1, 3, and 4 transitions to the
GFL mode at predetermined time instants of t = 5, 7,
and 9s to track fixed references of real power Pk = .3,
.6, and .5 p.u., respectively, while reactive power is con-
trolled by a Q-V control mechanism to maintain 1 p.u.
terminal voltage. Two key observations can be made;
a) the designed GFL controls are accurate, b) voltage
constraints limit the voltage dips during transients and c)
GFMs are seen to respond rapidly to load and generation
imbalance.

• Load addition and removal during t ∈ [10 12]s:
A load of 0.285 − 0.26j p.u. is suddenly applied
and removed at 10s and 12s, respectively, at bus B2.
GFM DG 2 would pick up the load change but,
as its active power reaches.65 p.u. limit, its nodal
voltage drops. Concurrently, one can also think of
it as the lowering of the terminal voltage of the
DG to lower the terminal load and hence the power
output.

• Transitions fromGFL toGFMduring t ∈ [12 18]s: Load
removal at t = 12s allows GFMDG2 to return to its pre-
disturbance condition. Subsequently, GFL inverters 1,
3, and 4 transition back to GFM at preset time instants
of t = 15, 13, 13s, respectively. In their GFM mode,
the DGs resume angle reference tracking as evident in
Fig. 9d. Note, that no mode transition transients were
observed. Unlike case 2, the transition was not triggered
by a grid disconnection type or similar event and operat-
ing conditions before and during the mode change were
nominal.

D. CASE 4: MULTIPLE DG, ASYNCHRONOUS STARTS,
AUTOMATIC MODE TOGGLING, SINGLE LINE TO GROUND
(SLG) FAULT, THREE PHASE TO GROUND (3LG) FAULT, AND
INDUCTION MOTOR START-UP IN THE MICROGRID
In this case study, the ability of inverters to withstand and to
ride - through power system transients is investigated using
the microgrid in Fig. 6. Four events are simulated and results
are presented in Fig. 10. Here, condition 2 of (36) is disabled
and instead, DG1 and DG2 are intentionally held as GFM
throughout the simulation. DGs 3 and 4 are free to toggle
automatically between GFM and GFL modes.

• Asynchronous black start over t ∈ [0 5]s: DG 1 starts
up at t = 0 and while DGs 2, 3, and 4 begin their
synchronization at preset-times of t = 1s, 2s, 3s respec-
tively. Once the frequency, angle, and voltage magnitude
are matched on either side of the breaker, the breaker
turns on. Fig. 10a shows that constraint-enforcing con-
trol limits DG injections to their maximum available
values. As such, the voltage levels around 1 p.u. are
finally achieved after DGs 3 and 4 are synchronized. Per
conditions 1 and 3 of (36), DG 3 starts up as GFM but
transitions to GFL only after a delay required to boost
average voltages to 1pu. Also, in accordance with condi-
tions 1 and 3 of (36), DG4 is GFM while synchronizing
but transitions to GFL immediately after the close of its
breaker.

• Single-line-to-ground (SL2G) fault for t ∈ [5 7]s: A
SL2G fault is applied on phase A at bus B2 near DG 4
(GFL) and DG 1 (GFM) at time t = 5s for a period of
3 cycles. The positive sequence voltage drops during the
fault and condition 3 of (36) is violated. As such, GFL
inverters DG3 and DG4 transition to GFM and help keep
up the voltage. In addition, the system becomes unbal-
anced, and the dq0 feedback measurement components
and corresponding power injections become oscillatory.
The constraint-enforcing control limits the magnitude of
these oscillations to Pk and Qk .

• Three-line-to-ground (3L2G) fault during t ∈ [7 9]s:
A 3L2G fault is applied at bus B4 at t = 7s for a
period of 3 cycles, and the proximity of the fault to
the DGs is in the order of DG 4, DG 1, DG 2, and
DG 3. During the fault, voltages sag, and condition
3 of (36) is violated. Grid-forming is disrupted, GFL
DGs automatically transition to GFM, and all four GFM
DGs attempt to increase their voltages. It is shown in
Fig. 10c that the constraint-enforcing control limits the
current magnitude to 1.2 p.u. and real and reactive power
injections to Pk and Qk .

• Induction motor start during t ∈ [9 11]s: An induction
motor with a centrifugal load rated at .3 p.u. at 1 p.u.
speed is placed on bus B2. When the induction motor
starts at t = 9s, it draws a high current and a lot
of reactive power. Fig. 10 shows that the proposed
constraint-enforcing control ensures observation of the
maximum power ratings of Sk ,Pk , andQk . This prevents
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FIGURE 10. Case 4 with four DG microgrid test case with asynchronous start, SL2G fault, 3L2G fault and induction motor start-up, showing (a) real
power, (b) voltage, and (c) current.

inverter damage. However, the trade-off is that the motor
start-up takes slightly longer, and the voltage sag is
slightly deeper. Similar observations in mode change
are made here. Since all 4 DGs communicate with each
other, the average voltage drops below the threshold, and
all GFL DGs transition to GFM to boost their terminal
voltage.

In the case of every disturbance, once the disturbance is
removed, the voltage and frequency recover, the grid-forming

trigger returns to true, and DGs 3 and 4 transition back to the
GFL mode.

VIII. CONCLUSION
In this paper, a nonlinear and recursive design of unified
GFM/GFL controls is presented, and the proposed con-
trols are synthesized in closed form. The proposed approach
guarantees to track performance in both GFM and GFL
modes and also allows seamless switching between the two.

VOLUME 11, 2023 57425



S. Nag et al.: Unified Grid-Forming and Grid-Following Primary Control Design

Since DERs often have limited capacity and available power,
both GFM and GFL controls need to observe their power
and current constraints. Simultaneously, reliable grid oper-
ation requires that frequencies and voltages stay within an
acceptable range. To meet these operational constraints, the
GFM/GFL tracking controls are embedded with a state-
constraint-enforcing mechanism that follows the same recur-
sive design principle. Also, an automatic mode toggling
scheme has been provided that enables the SDI to toggle
between GFM and GFL modes. The effectiveness of the
proposed GFM/GFL controls and their constraint-enforcing
capabilities are demonstrated through mathematical analy-
sis, simulation case studies, and experimental implementa-
tion using GridLink software-defined inverters. Future work
will focus on the analysis and design of more sophisticated
automated mode toggling mechanisms along with DC side
controls.

APPENDIX A
EXPRESSIONS OF THE MATRICES
The four sets of matrices in Section V are explicitly defined
as follows:
Gk,v =

1
Vk,o

v⊤k,oAk,23Bk,3,

Ek,v = Fk,v − βv1βv2V0(1 + 1v)
Mk,v = Fk,v − βv1βv2V0(1 − 1v),

(A.1)


Gk,P =

3
2
i⊤k,oAk,23Bk,3,

Ek,P = Fk,P −
¨Pk − (βp1 + βp2)

˙Pk − βp1βp2Pk
Mk,P = Fk,P − P̈k − (βp1 + βp2)Ṗk − βp1βp2Pk ,

(A.2)


Gk,q =

[
0 1

]
,

Ek,q = −
2V0ϵv
vk,dc

Mk,q =
2V0ϵv
vk,dc

,

(A.3)


Gk,Q =

3
2
i⊤k,oHqAk,23Bk,3

Ek,Q = Fk,Q −
¨Qk − (βq1 + βq2)

˙Qk − βq1βq2Qk
Mk,Q = Fk,Q +

¨Qk + (βq1 + βq2)
˙Qk + βq1βq2Qk ,

(A.4)

where βv1, βv2, βp1, βp2, βp3, βq1, βq2, and βq3 are positive
gains, and

Fk,1 = Ak,11ik,o + Ak,12vk,o + Dk,1vk,b,

Fk,2 = Ak,21ik,o + Ak,22vk,o + Ak,23ik,s,

Fk,v = −
1

V 3
k,o

(v⊤k,oFk,2)
2
+

1
Vk,o

∥Fk,2∥2

+
1
Vk,o

v⊤k,oAk,21Fk,1 +
1
Vk,o

v⊤k,oAk,22Fk,2

+
1
Vk,o

v⊤k,oAk,23[Ak,32vk,o + Ak,33ik,s]

+ (βv1 + βv2)
1
Vk,o

v⊤k,oFk,2 + βv1βv2Vk,o (A.5)

Fk,P =
3
2

[
v⊤k,o(Ak,11Fk,1 + Ak,12Fk,2 + Dk,1v̇k,b)

+F⊤

k,1Fk,2 + i⊤k,o(Ak,21Fk,1 + Ak,22Fk,2
+Ak,23Ak,32vk,o + Ak,23Ak,33ik,s)

]
+
3
2
(βp1 + βp2)[F⊤

k,1vk,o + i⊤k,oFk,2]

+βp1βp2Pk (A.6)

Fk,Q =
3
2

[
− v⊤k,oHq(Ak,11Fk,1 + Ak,12Fk,2 + Dk,1v̇k,b)

+F⊤

k,1HqFk,2 + i⊤k,oHq(Ak,21Fk,1 + Ak,22Fk,2
+Ak,23Ak,32vk,o + Ak,23Ak,33ik,s)

]
+
3
2
(βq1 + βq2)[F⊤

k,1Hqvk,o + i⊤k,oHqFk,2]

+ βq1βq2Qk . (A.7)

APPENDIX B
CURRENT CONSTRAINED CONTROL
Consider I k is the inverter’s maximum peak current rating
as defined in (13). If either ik,sd or ik,sq or both exceeds the
current limit, they will be saturated. For example, if ik,sq is
the main item that exceeds the limit, the following saturation
is applied:

inck,sq =

{
sign(ick,sq) × I k , if |ick,s| > I k
ick,sq, otherwise

(A.8)

where inck,sq is the new q-axis reference current for the current
tracking loop. When (and only if) the above condition is
executed, current ick,sd is recalculated as follows:

inck,sd =

√
I
2
k − (inck,sq)

2 (A.9)

Considering
dinck,s
dt = 0, the control uk,pq or uk,v can modified

to

uk =


−B−1

k,3[Ak,32vk,o + Ak,33ik,s + (ik,s − inck,s)]
if ||Is|| > Imax

(18) or (28) or (21) otherwise

(A.10)

where I k,s is the lower bound (set to be −I k ).
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